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Figure 1: Empirical study to understand the influence of immersion and interactivity in learning in a real classroom context using
performance, physiological and self-report measures.

ABSTRACT

In recent years, the availability of affordable mobile Virtual Reality
(VR) viewers has resulted in strong interests to incorporate Immer-
sive Virtual Reality (IVR) within classrooms. However, studies on
the effect of IVR on primary schoolers’ learning are few, and they
have often used equipment and settings far removed from everyday
classroom instruction. We explored the role of interactivity and im-
mersion in learning in a primary school classroom with 36 children
aged 11–13 years, using commercially available devices that are
ready-to-scale. We co-created content with different levels of immer-
sion and interactivity together with teachers and investigated student
engagement and learning. We present and discuss the use of multiple
data sources (performance, physiological responses, observations
and self-report) in a real-world classroom evaluation.

Index Terms: Human-centered computing—Interaction
paradigms—Virtual reality; Human-centered computing—Human
computer interaction—Empirical studies in HCI

1 INTRODUCTION

Much past research on VR for learning in classrooms has focused
on non-immersive desktop VR [5, 13], largely because it is a mature
technology and suited to widespread deployment in schools [14].
However, in recent years, IVR has become much more accessible
to classrooms [16]. Low cost mobile VR viewers take advantage of
smartphones that enable real-time display of high-resolution content
from supporting educational IVR content platforms.

Presence, the sense of ‘being there’, is the game changer that
IVR promises to bring [25]. Many researchers have linked presence
to learning [14, 28] but empirical studies have failed to establish
that experiencing a greater sense of presence results in increased
learning [10]. Interactivity and immersion both contribute towards
providing users with a sense of presence [25]. However, past studies
examining these factors using IVR have not found any conclusive
effect on learning [15, 20] and much remains to be investigated [14].

Pioneering research on IVR for childrens’ learning have mainly
utilized sophisticated equipment [2, 19] to explore the full potential
of the technology. Those systems are quite different from the mobile
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VR viewers in classrooms today. Furthermore, such explorations are
situated either in labs [19] or conducted as pull-out sessions [8, 9].
Since learning is highly influenced by the environment, there is a
strong need to conduct such explorations in real-world classrooms.

In this paper, we discuss our experiences co-designing VR con-
tent with primary school teachers, its integration into their classroom
curriculum and present the results of a study with 36 students. We
used observations, performance, physiological and self-report mea-
sures to gain a more holistic understanding of learners’ experiences
at two levels of interactivity: passive consumption of video content
and learner-paced interactive exploration. We investigated these
two levels of interactivity in three viewing conditions providing in-
creasing levels of immersion: a normal tablet screen (iPad), ‘Magic
Window’ mode on the tablet and mobile VR viewer (Google Card-
board). ‘Magic Window’ on the tablet offers increased immersion
compared to a normal screen by matching the movement of the
tablet in space to the view displayed. Hwang et al. [7] found that a
similar motion-based hand-held screen display increased users’ self-
reported presence compared to normal screen displays. We chose
devices that are readily available to classrooms today so that find-
ings would have immediate applicability for educators and content
developers.

In very recent years, a few studies have started to explore the
use of low-cost mobile viewers in low-resource classrooms [17,
26], and there has been strong interest in large-scale, in-the-wild
investigations [23]. Our study lies between the lab and the wild,
as a semi-controlled study conducted in a real-world setting, with
learning content designed to fit into the classroom curriculum. We
contribute with 1) A discussion of the role of multiple data sources
in understanding the influence of immersion and interactivity in
learning in a real-world classroom context; and 2) Insights and
lessons learned from conducting such a study in the classroom.

2 METHOD

2.1 Content Creation: Co-designing with Teachers
The learning content used in the study was co-designed with two
teachers from a blended Year 7 and 8 primary school classroom to
supplement their inquiry (science) lessons. Three co-design sessions
(20~50min) took place over 5 weeks. The inquiry topic for the term
was bridges and structures. The key learning outcomes for the topic
were, 1) to understand how structures are designed and for what
purpose; and 2) to investigate what makes a good structure and how
to evaluate the success of its function. We began by having teachers
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Figure 2: a. Build the First Bridge, b. Time Travelling Mailman, c. Content types for the experiment.

put together a picture of the ideal learning experience they wanted
for their students with the aid of picture prompts (Fig.3). Next we
discussed gaps and challenges in the current learning experience,
as well as what they wanted IVR to bring to the table. Teacher
motivations for exploring the use of IVR included:

• Giving students a better way to “connect to content”, as “what
they are learning needs to make sense to them and be relat-
able”

• Opening doors to experiences and places students can’t other-
wise access due to financial, time and practical constraints

• Generating excitement, fun and interest; as a way to ‘hook’
students into learning

We came up with 6 concepts based on the useful learning
outcomes identified by teachers in our discussion and their lesson
plan for the term, then shortlisted and refined 2 concepts based on
feedback from both teachers. Both concepts were based around the
history of a bridge located near the school and are described below:

Content 1: Build the First Bridge (BB)
Learning Goal: To understand how structures are designed, and

more specifically the history and construction of the first bridge.
Experience: Students have to build the first bridge across the

river (this bridge is no longer standing today). In the interactive
version, they select materials and components to start building the
bridge. Steps need to be selected in the correct sequence for the
bridge to be successfully constructed. For example, if the bridge
deck is chosen before piles are driven to support it the deck splashes
on the river and floats away. Audio narration provides guidance on
what to consider if a step is selected in the wrong sequence (e.g.,

“try first adding some supports for the deck”) and also explains
how materials were used to build the bridge after they have been
selected (e.g., “wooden piles were driven 5 metres deep into the
riverbed”). In the passive version, students watch the bridge being
built with audio narration providing the same information. Students
in the Magic Window (MW) and IVR Condition had control over
their view (similar to watching a 360 video) but were not able to
otherwise interact with the environment or control the pace of the

Figure 3: One teacher’s ideal learning experience

content. Students in the screen condition did not have any control
over the view.

Content 2: The Time Travelling Mailman (MM)
Learning Goal: To understand what purposes structures are de-

signed for and what makes a good structure.

Experience: Students get a first hand experience of what it was
like to cross the river in the past. They are tasked with delivering a
letter and parcel across the river at two time points in the 1800s. At
the first time point the bridge has not been built yet and they have to
use a punt to cross the river. At the second time point students have
to pay a toll and wait for the swing span of the bridge to open and
close to let a boat pass before crossing the river, just like what foot
passengers had to do at the time. Audio narration provides guidance
on what actions to take and supplies information on the punt and
bridge. In the interactive version, students are able to explore the
environment at their own pace by selecting objects and teleporting
to various locations using a button press or tapping the screen. In
the passive version, students watched a first-person view of events
unfolding with audio narration providing the same information.

2.2 Participants

Thirty-six Year 7 and 8 primary school students (23 male, 13 female)
participated in the experiment. Students ranged from 11 to 13 years
old (mean age = 11.97 years, SD = 0.71). All students were part
of the same classroom but were separated into 2 teaching groups
for inquiry lessons, with one group (n=12) generally receiving more
structured and scaffolded instruction. Two weeks prior to the study,
this group learnt about the history of the bridge in two lessons, and
the teacher provided additional scaffolding by having students learn
content-related vocabulary (punt, piles, beams, abutment) through
a fun activity. Both groups watched a short 4 minute video on the
history of the bridge in class the week before the study.

2.3 Design

A between subjects design was used to investigate the effect of 3
viewing conditions (IVR; MW, Screen (SC)) and 2 interactivity con-
ditions (Interactive; Passive). Two different content types (BB and
MM) were used and we examined the interactive/passive difference
for both types. We used the following measures:

• Physiological Measures: The Empatica E4 wristband was
used to collect electrodermal activity and heart rate data.

• Observations: Video and screen recordings were taken to aid
in the triangulation of physiological measures.

• Self-Report: The Smileyometer, Again-Again, and Fun Sorter
(best to worst learning; most to least fun) components of the
fun toolkit [18] were used.

• Learning Questionnaires: Learning questionnaires were de-
signed with teacher feedback, based on the specific learning
goals for each content, as well as overall learning goals for the
topic.

• Other measures: Students also completed pre- and post-
balance [27] and stereoacuity [3] tests as well as child simulator
sickness questionnaires [6].
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2.4 Apparatus
iPads (9.7”) from the school were used for the MW and SC condi-
tions. Google Cardboard viewers with mobile phones were used for
the IVR condition. Stereo earphones were used for all conditions.
Interactive and passive versions were developed using Unity3d for
the 3 viewing conditions (Fig.2c, Tab.1).

2.5 Procedure
We conducted 2 study sessions on the same day, 1 for each inquiry
group (n=12, n=24). All students were present in the same room,
clustered at different tables based on viewing condition. Six re-
searchers were present on the day of the study.

First, students completed learning questionnaires. They were
given 4 minutes to complete Q1 and Q2 together, and 4 minutes each
for Q3, Q4 and Q5. Next, all students viewed BB followed by MM,
with interactive and passive content counterbalanced. They viewed
either interactive BB + passive MM, or passive BB + interactive
MM. Students completed Q1 and 2 after viewing BB and Q3, 4 and 5
after viewing MM. Both types of content lasted 2~4 minutes. After
viewing all the content, students completed another balance test as
well as the fun toolkit and child simulator sickness questionnaire [6].

Due to a limited number of devices, E4 data was collected from a
subset of students. Students were randomly selected within condi-
tions and gender balanced (12 male, 10 female; IVR 8, MW 7, SC
7). These students wore the wristbands and completed a baseline
period of sitting quietly and relaxing for 5 minutes before starting
the pre-test questionnaires.

Learning questionnaires were completed in pairs so students
would be more familiar and comfortable with the activity. We dis-
covered in the co-design sessions that there was a strong emphasis
on team support and collaborative learning in the classroom, with
almost all assignment in the class carried out in pairs and groups
instead of individually. Students were paired in same-gender pair-
ings as much as possible. One week later, we returned to the class
and students completed learning questionnaires (Q1 - Q5) again. In
addition, the sessions were video-taped from different points of view
in the classroom.

2.6 Filtering of data
The review of the video recordings for the session revealed several
possible confounding factors. To reduce the effect of these factors
on the data, we decided to exclude the data of students based on
behaviours observed. The list of video timestamps and videos were
passed to 3 evaluators to code for whether the participant was a)
watching the content, b) watching but slightly distracted, c) not
watching content or highly distracted, d) watching the same content
multiple times or e) watching content when answering questions. If
two or more evaluators coded a participant as showing behaviours
c, d, or e, their data was excluded from the analysis. Based on

Table 1: Viewing conditions and interaction methods

Viewing Condition Object Selection

SC Tapping on screenTablet in 

normal mode

MW Moving the tablet to align the 

reticle with the object and 

tapping the screen

Tablet in Magic 

Window mode

IVR Moving head to align the 

reticle  (white circle in the 

middle of the screen) with 

�������	
������
��	����
�

on the side of the viewer

Mobile device 

in a Google 

Cardboard 

viewer

Table 2: No. of participants for data analysis after exclusion (Partici-
pants with complete E4 data)

IVR

2 (2)

4 (2)

6 (4)

MW

 6 (3)

 6 (1)

12 (4)

Totals

8   (5)

 14   (5)

22 (10)

SC

0

4 (2)

4 (2)

Interactive BB; Passive MM

Passive BB; Interactive MM

Totals

this, we identified 8 participants. As participants completed the
questionnaires in pairs, excluding one in the pair meant removing
the data for both. Therefore, 14 participants (2 of them were in the
same pair) were excluded through this process. Of the 22 remaining
participants, we had E4 data for 15 participants (30 viewing sessions).
However, data was missing or too noisy for some viewing sessions
(EDA: 4; heart rate: 6) due to poor contact with the sensor, extreme
movements and maybe increased oiliness of the skin at the area of
contact. Conditions were not balanced after exclusion. Tab.2 shows
the number of participants for data analysis.

3 RESULTS AND DISCUSSION

3.1 Influence of interactivity on learning
3.1.1 Performance:
Scores for each question were first calculated as a percentage of
the full score possible. For open-ended questions the highest score
amongst the students was used as the full score. Performance was
then calculated based on the percentage gain in score from pre to
post and delayed time points to account for different starting points
between pairs. We mapped questions with content to score for
performance. Q1 and Q2 related to BB content. Students viewing in-
teractive content showed larger performance gains between delayed
and pre-tests (median = 159%) compared to students viewing passive
content (median=103%). A Mann-Whitney U test showed that the
difference was not significant (W=22, p=.131). Q3 related to MM
content. Students viewing interactive content showed slightly larger
performance gains between delayed and pre-tests (median=50%)
compared to students viewing passive content (median=33%). A
Mann-Whitney U test showed that the difference was not significant
(W=18, p=.442).

3.1.2 Self-report:
In the Fun Toolkit, students rated the content they watched in the
Smileyometer on a scale of 1 (“Awful”) to 5 (“Brilliant”); were asked
if they would like to watch them again in Again-Again; and sorted
the two types of content they watched in the Funsorter in terms of
fun and learning. Students rated both types of content similarly in
the Smileyometer. More students stated that they would like to watch
interactive content again (n=14) compared to passive content (n=4).
In the Funsorter, 2 students rated both types of content as having
the same learning and fun. Of the remaining 20 students, 16 rated
interactive content as being more fun than passive content (5 BB,
11 MM), and 11 rated interactive content as having better learning
(6 BB, 5 MM). Fourteen students rated BB content as having better
learning than MM content.

3.1.3 Physiological:
We extracted some physiological markers that have been shown to
be potentially sensitive to engagement and increased mental effort
in children [24].

For electrodermal activity, we elicited skin conductance responses
(SCRs) that refer to peaks in skin conductance and correspond
with increased arousal/excitement. Due to individual differences
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Figure 4: a. Number of Skin Conductance Responses (SCRs) and b. HRV LF/HF for each participant (n=10)

in number of SCRs, averaging values across participants in interac-
tive/passive conditions for a between-subjects comparison did not
give a good representation of the effect of interactivity. We compared
SCR data on an individual level, for participants who had recorded
data for both interactive and passive sessions (n=10) and found that
all participants showed higher number of SCRs as they interacted
with interactive content (Fig.4a) indicating increased engagement as
compared to the passive condition regardless of content type (MM
or BB).

From the heart rate measures, we conducted a time-domain and
frequency-domain analysis particularly focusing on the low fre-
quency (LF) and high frequency (HF) components of heart rate
variability that were calculated as the area under the Power Spec-
trum Density curve corresponding to 0.04 - 0.15 Hz and 0.15 - 0.4
Hz respectively. We normalized the LF and HF to minimize impact
of the difference in total power and computed the LF/HF ratio that
provides an estimate of sympathetic modulation and has been shown
to be a proxy of mental effort and cognitive load [12]. A higher
HRV LF/HF value corresponds to increased mental effort. We found
that cognitive load seemed to vary across conditions and individuals
(Fig.4b).

3.1.4 Combining data sources and observations:

The interactive condition elicited better performance scores and
better engagement, shown as the higher number of SCRs and sup-
ported by the higher self-reported fun rating from students. This was
in spite of varying mental effort, and mixed self-reported learning
ratings.

There were large individual differences in SCRs and cognitive
load (HRV LF/HF). Examining data on an individual level revealed
insights into students’ experience of the content. IVR1 and IVR4
both viewed immersive, interactive BB content. IVR1 had lesser
engagement (2 SCRs) than IVR4 (9 SCRs) and a rise and fall of
cognitive load over time while IVR4 had a continuous increase in
effort over time. The screen recording for IVR1 revealed that higher
cognitive load occurred during periods of multiple processing like
listening to explanations, scanning choices and choosing a response.
Interestingly the highest cognitive load mapped to the time when he
made an error and was given corrective feedback and an explanation.

E4 data helped to supplement our understanding of covert be-
haviours which was useful as there were some challenges in coding
facial expressions due to the viewer obstructing the child’s eyes.
IVR2 despite being calm and reserved when viewing interactive
content without displaying salient events in the video, had a high
number of steadily increasing SCRs thereby telling us she was atten-
tive/aroused.

A content difference was seen with larger performance score
gains for BB compared to MM content, supported by students’ self-
reported learning ratings. This could be due to the nature of BB
content in eliciting a more active involvement from the participant
as it required an experimental trial and error approach to figure out
the right sequence of steps compared to following a linear narrative

in MM content. However no obvious content differences were seen
in physiological data.

3.2 Influence of immersion on learning

3.2.1 Performance:

We did not find a clear difference between the combined performance
scores for each of the different viewing conditions for both pre-post
as well as pre-delayed gains (Fig.5a and b). This could be due to the
fact that the learning content did not take advantage of enough IVR
affordances such as representing spatial and abstract experiences.
While we intended to give students a first-hand experience of the past,
it is also possible that the quality of the graphics for the environment
was insufficient to create that experience. Another factor to consider
is the level of immersion of the IVR system in the study (a cardboard
viewer with 3 degrees of freedom (DOF)). Several studies that show
immersion increasing learning used more immersive systems (6
DOF HMDs with controller and body movement tracking) [4]and
Alhalabi [1] found indications that within IVR, students viewing
content in systems with higher immersion performed better.

Looking into individual questions revealed that gains for Q1 and
Q2 were considerably higher than that of other questions, with the
students in the IVR condition having comparatively higher score
gains to other conditions. This could be due to the visual-matching
required for Q1 - findings from Rasheed et al. [17] suggest that
IVR helped students answer questions related to spatial position
and colour better compared to normal instruction. Students mostly
performed worse on Q4 in post tests (Fig.5a) but better on delayed
tests. We observed that several students questioned the point of
completing repeated evaluations and expressed dissatisfaction “we
have to do this again?”. This was particularly the case for Q4
and Q5, open-ended questions that asked them to generate as many
responses as they could think of. Many of them put in shorter replies
for these in the post-evaluation.

3.2.2 Self-report:

Students in more immersive viewing conditions rated the content
higher and were more inclined to repeat the experience (Fig.5c).

3.2.3 Physiological:

We did not find any trends in SCRs and HRV LF/HF between view-
ing conditions. There were large individual differences between
students in the same viewing condition, particularly the MW con-
dition (Fig.4) and instances of large differences in cognitive load
in the same child when viewing different types of content (Fig.4b:
IVR4, MW3, 6) as well.

3.2.4 Combining data sources and observations:

Students’ self-reported preferences for more immersive content were
not reflected in other measures. The large variances in physiological
data suggests that individual differences and content differences
might outweigh viewing condition effects in our study. This could
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Figure 5: a. Performance score gains from pre to post tests and b. from pre to delayed tests, c. Self report scores (n=22)

be one reason for the lack of a trend in performance data and is sup-
ported by video data showing that students responded to the same
viewing condition differently. In the Magic Window condition for
example, some students remained fairly static, resting the iPad on
the table, only lifting or tilting it occasionally (MW1, 4). Others
spun around constantly in their seats, moving the iPad at various
angles to see different parts of the world (MW2, 3). Others still
started leaving their seats and walking around (MW5, 6). Movement
could have been a reflection of how engaged they felt, or might have
served to increase their engagement in the virtual world. Slater [22]
showed that self-reported presence increased with whole body move-
ment and Markowitz et al. [11] found that participants’ knowledge
improvement on ocean acidification was positively correlated to the
amount of exploration of the virtual environment.

3.3 Interesting Observations and Teacher Feedback
We observed a general sharing of experience and excitement amongst
students even though they all viewed content on separate screens.
Students discussed on-screen content and guided their peers to look
at specific parts of the virtual environment (Fig.6). We saw this in all
viewing conditions, and when viewing both interactive and passive
content. Even without collaboration built into the virtual world, IVR
was by no means isolating. One participant pair viewing passive
IVR content continuously updated each other on their experience as
they both looked into separate viewers:
IVR1: “I’m now on the boat.”
IVR4: “I’m on the boat too! I’m going, I’m going!”

Videos revealed a variety of verbal exclamations in IVR (Wow),
appreciation (Oh I love the sky), remarks (This is like 3D, I’m
walking, psych) and questions (Oh where to go? I need to pay a
toll? How much?) on ongoing events. After participants ‘finished’
watching the content with the successful completion of the bridge
and delivery of the parcel, they continued to explore the scene and
discussed what they did with each other, with some in the IVR
content swapping viewers as well. The teachers commented that
they found IVR to be a very useful tool in teaching the content
(bridges and structures) especially with scaffolding.

3.4 Limitations and Lessons Learned
3.4.1 Running controlled studies in classrooms:
While we expected to face challenges in running a classroom based
study, we were surprised by how much the dynamics of the class
affected data collection and procedure especially for the second and
larger group where a 1:4 researcher to student ratio was insufficient

Figure 6: Shared experiences across viewing conditions

to keep track of all students. We had to exclude quite a few partic-
ipants to reduce the confounding factors such as not watching the
content due to distraction or watching it multiple times. The number
of participants in each condition was also limited because of the
complexity of the experimental design. Further research with larger
populations is needed to make conclusions on the effect of immer-
sion and interactivity on learning. We plan to start future studies
with more controlled pull-outs to tease out the effects of specific
variables of IVR content (type and degree of interactivity; IVR af-
fordances used) followed by class-wide in-the-wild implementation
in the hands of teachers to access a larger participant population to
see if results can be replicated in a natural setting.

3.4.2 Physiological data collection in real world settings:

There are challenges in collecting physiological measures in class-
rooms (availability of devices, missing HRV data in ambulatory
settings, presence of other people and interactions, reduced speci-
ficity in SCRs). As a result, we had to rule out some participants
from the physiology analysis. However these challenges can be par-
tially mitigated by using combined data and interpreting holistically,
using one source of data to clarify another; tracking individually as
illustrated to get a deeper understanding into participants. It would
also be useful to have this data from a more one-on-one session as a
yardstick, monitoring this data in intervals.

3.4.3 Single short session:

With current hardware, learning through IVR is a necessarily short
experience due to concerns with visual fatigue and simulator sick-
ness. In this study students only viewed each content once and for
short period of time, and that may have limited the potential learn-
ing gains. Studying the effect of multiple sessions, perhaps on the
reinforcement of a tricky concept, would be a valuable extension of
the study.

3.4.4 Topic selection and design of content:

In our study content was co-designed with teachers to fit in with their
curriculum for inquiry for the school term. While we did find higher
performance gains for IVR condition for some of the questions,
we believe that having content that takes advantage of more IVR
affordances may evoke even stronger patterns when comparing levels
of interactivity and immersion. This can be done by looking at topics
planned for the entire year and across subjects, to select one that can
take advantage of multiple IVR affordances.

3.4.5 Rethinking Pre- Post- Performance evaluations:

To address the issue of student disatisfaction with completing re-
peated questionnaires, and the confounding effect that it had on post-
test scores, we plan to design performance evaluations for future
studies in either a more engaging manner, for example as a game or
puzzle [21] or in a way that disguises the repetition of questions.
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3.4.6 Continuity of IVR in the classroom:
Prior to the study, we ran a short introductory workshop on how
to deploy IVR in the classroom using available platforms (Google
Expeditions, Google Poly, Tour Creator, CoSpaces). We were en-
couraged by the fact that teachers expressed interest in more in-depth
training on creating their own content after the end of the study. One
of the teachers even commented on using IVR to enhance literacy in
her class in the future. We believe that the introductory workshop
and co-creation sessions played an important role not just to get
their support but also inspire the use of it beyond experiments and
research.

4 CONCLUSION

Our study is one of the few explorations of the effect of interac-
tivity and immersion on learning in a real classroom setting. We
used content co-designed with teachers in accordance with the class
curriculum. Participants viewed two types of content, one each in in-
teractive and passive modes and through one of the three conditions:
Immersive Virtual Reality, Magic Window and screen.We found in-
dications that interactivity was more engaging, more enjoyable and
might result in better performance compared to the non-interactive
condition. We did not find clear indications on the effect of immer-
sion. We discuss individual differences, the role of different data
sources in understanding children’s viewing experience and present
takeaways for running a study in the classroom, designing pre- post-
evaluations and minimizing other confounding variables.
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